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Abstract— The Internet-of-Things (IoT) promises one trillion 

wireless sensors in the next 10 to 15 years. To enable this scale, we 
present the experimental results on the time-keeping ability of 
crystal-free radios to lower the cost of the wireless sensors. We 
propose a Network Referenced Frequency Lock Loop and 
demonstrate a one sigma mean frequency accuracy of 47 ppm, post 
calibration. We also extend this concept to calibrate the on-chip 
RF Local Oscillator by exploiting the network time 
synchronization for frequency calibration. This timing accuracy is 
sufficient to create a scalable wireless mesh network up to 10 hops 
deep with a 1 ms guard time interval. The impact of time 
synchronization on the average power consumption of the wireless 
sensor node is negligible and especially true for environments with 
mobility and high data traffic. We envision these emerging 
microsystems to be embedded into everyday objects and discuss 
the tradeoff of mobility with the average power consumption. 
 

Index Terms—Crystal-free radio, dynamic networks, Internet 
of Things, time synchronization, wireless sensor network.  
 

I. INTRODUCTION 
HE semiconductor technology is undoubtedly one of the 
greatest invention of the 20th century if not the greatest; 

when humans learned how to convert sand into computing 
tools. The 70 years of transistor evolution has fueled the 
semiconductor industry and resulted in an exponential growth. 
This exponential growth can be seen from the evolution of 
computing as shown in Fig. 1, also known as Bell’s law [1]. 
With every new computing class, we reduce the price by a 
factor of 10, lower the active power consumption by a factor of 
100, and that increases the scale by a factor of 10. If we follow 
this trend, it is clear that we are entering into an era where 
computing, sensing and communication is essentially becoming 
disposable. This will enable the next level of scale, which is 
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Fig. 1 Evolution of computing. 

billions or trillions of these microsystems in the next decade or 
so [2] [3]. 

This trend in computing opens up many new opportunities as 
well as system design challenges. Limited batterylife and cost 
are the major bottlenecks in the proliferation of these devices 
[4] [5]. Therefore energy harvesting from ambient environment 
is an attractive alternative as a power source, but it has to be 
economically viable to be commercially successful at scale. The 
economy of scale also requires that these emerging 
microsystems need to be low-cost (<$1). Therefore full system-
integration on a single piece of silicon is needed to further 
reduce the cost. 

Monolithic integration also reduces the profile of these 
microsystems, a much desirable property. We envision 
achieving these goals will enable the vision of dynamic 
networks. We define dynamic networks that are self-aware of 
the network objectives and self-maintaining. We expect these 
broad terms to correspond to different levels of capability as the 
underlying fundamental technologies advances. For example, 
in a wireless sensor network self-maintaining could be as 
simple as, if a wireless sensor runs low on battery, it places an 
online order of fresh batteries that are delivered to the facility 
without any human intervention. Alternatively it could be as 
sophisticated as a drone or a robot working symbiotically with 
the network, replaces the battery or perhaps deploy a new 
wireless sensor node without any human intervention. 
 In this paper in section II, we present how our work is related 
to the previously published literature. In section III we present 
a system solution for a crystal-free operation towards reducing 
the cost of the wireless sensors and define the scope of this 
work. In section IV we present implementation details and the 
measured silicon results of the time-keeping ability of crystal 
free radio. In section V we envision how these emerging 
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wireless sensors can form a dynamic network and discuss their 
associated design challenges. Finally we present the conclusion 
and future work in section VI. 

II. RELATED WORK 
Time synchronization for the wireless sensor network has 

been studied extensively [6] [7] [8]. Most of the previous work 
has focused on achieving time synchronization among a group 
of wireless sensor nodes using a crystal (XTAL) based clock 
source [9]. An off-the-shelf commercial product LTC5800 
exploiting crystals in a wireless sensor network, reports single 
digit microseconds of synchronization error for a node 5 hops 
deep in an 8 °C/min temperature ramp environment [10]. 

 In our work we extend these concepts to a crystal-free 
wireless sensor node to achieve time synchronization and 
exploit the network wide time synchronization to also achieve 
frequency calibration of all on-chip free running oscillators 
including the RF Local Oscillator (LO). To the best of our 
knowledge this hasn’t been demonstrated before. 

In the Reference Broadcast Synchronization (RBS) a 
reference message is broadcasted [6]. The receivers record their 
local time when receiving the reference broadcast and exchange 
the recorded time with each other [8]. The main advantage of 
RBS is that it eliminates transmitter-side non-determinism. The 
disadvantage of this approach is that additional message 
exchange is necessary to communicate the local time-stamps 
between the nodes [8]. 

The Timing-sync Protocol for Sensor Networks (TPSN) 
algorithm first creates a spanning tree of the network and then 
performs pairwise synchronization along the edges [7]. Each 
node gets synchronized by exchanging two synchronization 
messages with its reference node one level higher in the 
hierarchy [8]. The shortcoming of TPSN is that it doesn’t 
estimate the clock drift of nodes, which limits its accuracy, and 
doesn’t handle dynamic topology changes [8]. 

We find our work to be similar to the Flooding Time 
Synchronization Protocol (FTSP) and Time Synchronized 
Mesh Protocol (TSMP) [8] [11]. The FTSP synchronizes the 
time of a sender to possibly multiple receivers utilizing a single 
radio message time-stamped at both the sender and the receiver 
sides [8]. The FTSP has been shown to perform better than both 
RBS and TPSN [8]. The TSMP uses regular updates to maintain 
a shared sense of time in multi-hop WSNs. TSMP propagates 
time from a single time master, the Access Point (AP), to all 
other devices. Devices with direct AP links use each transaction 
to synch their clocks to the AP. Similarly, when these “first 
hop” devices talk to their children, the child adopts the parent’s 
clock [11]. Time Synchronized Channel Hopping (TSCH) is 
adopted from the TSMP and is discussed further in section V. 

Since our focus is on the crystal-free wireless sensor nodes, 
we expect the most dominant source of timing error will be 
from the on-chip free running oscillator itself. Therefore we can 
ignore some of the timing error sources as highlighted in 
reference [8] as their relative impact is negligible or the timing 
error presented in this work can be improved by considering all 
the uncertainties in a radio message delivery as presented in 
reference [8], but it’s not the focus of our work. 

III. TIME-FREQUENCY SYNCHRONIZATION 
We presented a system solution using off-the-shelf 

components as a proof of concept to provide a precise frequency 
reference for a crystal-free radio operation [12]. In our previous 
work we demonstrated post-calibration one sigma frequency 
accuracy of 70 ppm. This approach relies on receiving periodic 
RF packets that serves as a timing reference for the crystal-free 
wireless sensor node. We employ MAC layer time-stamping of 
the RF packets to provide a precise time-stamp, removing 
timing uncertainties caused by the higher layer protocol stack. 

The IEEE 802.15.4 standards’ compliant RF packets are used 
in our experimental setup and the reference for time-stamping 
is arbitrarily chosen to be the end of the Start-of-Frame 
delimiter (SFD) in an RF packet as shown in Fig. 2. 

 
Fig. 2 The IEEE 802.15.4 RF packet format. 

Fig. 3 shows the periodic network beacons being transmitted 
at a predetermined fixed RF frequency/frequencies (FRef) and a 
timing interval (TRef). Both of these parameters are 
parametrizable and can also be dynamically updated to cater 
different environments and use-case requirements. 

 
Fig. 3 Periodic network beacons used as a timing reference. 

In order to calibrate all the on-chip free running oscillators 
on a crystal-free wireless sensor node, the wireless node needs 
to be able to first receive the network beacons. On cold start, 
this can be addressed by executing a blind network beacons 
search algorithm on the wireless sensor node by sweeping the 
RF LO across all the possible RF channels. Once a network 
beacon is found the wireless sensor node can then execute the 
time-frequency synchronization algorithm.  

Note, the timing recovery module on the receiver should be 
designed to recover the clock from the received RF packet for 
the clock timing recovery. The crystal free radio doesn’t has any 
impact on the frame synchronization and therefore it is handled 
as in a traditional crystal based radio. 

In case of loss of RF packets, the wireless sensor node loses 
the timing reference. The wireless sensor node can then rely on 
the calibrated free-running frequency references to track time 
and known good frequencies, till the time it starts receiving the 
network beacons again. In case the network beacons are lost for 
a sufficiently long time the wireless sensor node reinitiate the 
cold-start process of finding the network beacons. 

In this work we will assume that the network beacons are 
already found by the wireless sensor node and the timing 
recovery has already been performed. We intend to address this 
issue in detail in our future work. 
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IV. CRYSTAL-FREE TIMING ACCURACY 
The notion of time plays a critical role in any dynamic 

system. The dynamic network, depending on the level of 
autonomy, can not only sense the environment but can also 
actuate and control the physical space that is being monitored. 
For any control algorithm, having an accurate sense of time is 
crucial for the edge devices. In a typical microsystem, time is 
measured by counting a precise frequency reference generated 
using a very high-quality off-chip resonator, typically a crystal 
(XTAL) or a Micro Electro Mechanical System (MEMS) 
device that adds to the overcall cost of these devices at scale. 
The cost of a XTAL is almost equal to the cost of the 2x2 mm2 
silicon and at high volumes (>100 M units) represents a 
significant fraction of the overall system cost.  

We intend to design the edge devices without any external 
resonator (XTAL/MEMS). The proposed idea is conceptually 
illustrated in Fig. 4. The network referenced Frequency Locked 
Loop (FLL) comprises a relaxation oscillator as a Digitally 
Controlled Oscillator (DCO) the output of which is divided 
down to a lower frequency to be used as a clock source for an 
on-chip counter. One node in the network serves as a timeserver 
with accurate clock source as compared to the crystal-free 
devices and periodically sends RF packets at regular time 
intervals. The periodic RF packets or network pings/beacons 
serve as a timing reference for the FLL. When an RF packet is 
received the digital state machine stores the counter value and 
resets the counter. Since the RF packets arrives at a 
predetermined timing interval, by receiving two consecutive 
packets the crystal-free devices can compute the error on their 
local clock reference. The computed error can then be averaged 
over several consecutive measurements and can be used to 
digitally calibrate the on-chip clock reference as shown in Fig. 
4. 

 
Fig. 4 Network referenced FLL. 

 
Fig. 5 Die photo of the test chip in 65 nm CMOS. 

We taped-out a test chip in 65 nm CMOS, see Fig. 5, to 
further validate and characterize the proposed idea in silicon. 
The section labeled Timing in the Fig. 5 generates all the on-
chip clocks for the System-on-Chip (SoC) from the calibrated 

ring oscillator reference. The timing section implements the 
ring oscillator, divider and the counter on chip. The digital 
FSM, error computation and filtering is implemented in the 
software. The ring oscillator is implemented as a four-stage 
differential structure in 65 nm CMOS and designed to operate 
at 25 MHz reference frequency as shown in Fig. 6. It occupies 
0.025 mm2 silicon area with a startup circuitry that was included 
to guarantee oscillation from cold-start. 

The designed SoC has a 32-bit ARM M0 microprocessor, 
128 kB of SRAM and an IEEE 802.15.4 transceiver. The 
performance of which is not discussed in this paper. 

 
Fig. 6 Differential 4-stage 25 MHz ring oscillator. 

In our implementation of Fig. 4, the 25 MHz ring oscillator 
consumes 7 µW of power and the divider is configured to divide 
by 50 to generate a 500 kHz clock source for the on-chip 
counter. No attempt is made to design the absolute best on-chip 
clock reference with superior supply and temperature 
sensitivity. In fact, the proposed calibration scheme can also 
calibrate out the frequency changes due to on-chip supply and 
temperature variations. The 25 MHz frequency reference was 
chosen to satisfy different clocking requirements on the SoC. 
Any other lower clock frequency reference can be used for 
time-keeping depending on the application. In the published 
literature, less than 1%/V supply voltage sensitivity and less 
than 1% temperature sensitivity has been demonstrated over a 
wide temperature range for on-chip relaxation/ring based 
oscillators [13] [14] [15] [16] [17]. 

A. Measured results 
In order to measure the timing accuracy of the free-running 

on-chip 25 MHz reference we setup an experiment as shown in 
Fig. 7. A C-code was written and executed on the Device Under 
Test (DUT) to toggle a General Purpose Input Output (GPIO) 
pin every 100 ms using the on-chip 25 MHz reference as a clock 
source. For comparison, the DUT can also be configured to use 
an external off chip 25 MHz XTAL clock. The GPIO pin was 
connected to a Field Programmable Gate Array (FPGA) that 
was used to measure the timing interval and the measurement 
data was transmitted over the Universal Asynchronous 
Receiver Transmitter (UART) to be processed in Matlab. The 
FPGA implements the digital system of the DUT named as 
Single Chip Mote to facilitate testing [18]. 
 

 
Fig. 7 Measurement setup for measuring timing accuracy. 
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The top plot in Fig. 8 shows the measured timing accuracy 
over 12 hours at room temperature using the 25 MHz on-chip 
reference and the second plot from the top shows the same data 
using an external 25 MHz XTAL derived clock. The x-axis is 
the number of 100 ms ticks and the y-axis is the measured 
timing error. The timing accuracy is 3 orders of magnitude 
better with the XTAL clock as expected. The observed timing 
error using the on-chip 25 MHz reference is due to the random 
noise and deterministic environmental effects caused by the 
overnight temperature variation. 

In order to verify the feasibility of the network referenced 
FLL, a second experiment was setup as shown in Fig. 9. The 
FPGA is configured to send periodic IEEE 802.15.4 standard 
compliant RF packets using clock and data wires directly 
connected to the test Printed Circuit Board (PCB) hosting the 
DUT. This emulates the timeserver sending periodic RF 
packets. A C-code was written and executed on the DUT, that 
puts the device into continuous receive mode. When an RF 
packet is received the Finite State Machine (FSM) captures the 
timestamp of the event. The timestamp data is then transmitted 
over the UART to a Personal Computer (PC). A python script 
is used to log the data and stores it into a file to be processed in 
Matlab. Although the clock and data in Fig. 9 are delivered to 
the DUT using wires, this doesn’t impact the conclusion 
derived from the measured results. The RF channel delay 
spread can be on the order of 10-50 ns whereas the achieved 
timing accuracy is in µs. Therefore the achieved calibrated 
frequency accuracy isn’t limited by the RF channel delay 
spread. 

By receiving two consecutive RF packets the local clock 
error can be estimated and is shown in the third plot from the 
top (blue plot) in the Fig. 8. The calibrated reference has a 
measured standard deviation of 30.3 µs, which is mostly 
dominated by the white noise process. This curve corresponds 
to the output of the error module in the conceptual illustration 
of Fig. 4. Since the noise character is mostly white, averaging 
can further improve the mean frequency estimate of the on-chip 
frequency reference or reduce the variance of the timing error. 
Two low-pass FIR filters have been explored. First, the 
cumulative Moving Average (MAVG) computes the mean of 
all the past samples up to the current sample. Second, the 
windowed average computes the mean of the past M samples. 
For the windowed average we arbitrarily choose M=10 (with 
100 ms packet arrival this corresponds to computing the 
average of the past 1 s time interval). The output of the two low-
pass FIR filters is also plotted in the Fig. 8. The standard 
deviation reduced to 14.2 µs for the MAVG filter and 4.7 µs for 
the Windowed Average filter. 

The reason that windowed average performs better than the 
cumulative moving average is over long time intervals non-
stationary noise sources (non-white character) can become 
dominant and can’t be reduced by averaging. The optimum 
filter duration for the windowed average can be found by 
measuring the Allan Deviation of the on-chip relaxation 
oscillator and corresponds to the averaging time interval over 
which the Allan Deviation is minimum. 

The measured frequency of the on-chip relaxation oscillator  

 
Fig. 8 Timing accuracy for the 100 ms time interval. The top plot 
shows the timing error due to the free-running 25 MHz reference. The 
second plot from the top shows the timing error due to an external 25 
MHz crystal frequency reference. The third & fourth plot from the top 
shows the measured calibrated timing and frequency error 
respectively. 

is shown in ppm units in bottom plot of the Fig. 8. The measured 
ppm error after on-chip calibration is 303 ppm, 142 ppm for the 
MAVG and 47 ppm for the Windowed Average. Note that this 
achieved frequency accuracy corresponds to the mean 
frequency estimate of the on-chip frequency reference and 
doesn’t correspond to its timing jitter performance which can 
be an order of magnitude higher and trades directly with power. 
This must be carefully evaluated for satisfying system jitter 
specifications of the on-chip clocks. 
 

 
Fig. 9 Measurement setup for network referenced FLL 

The computed error estimate can be used to tune the on-chip 
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DCO using a feedback loop as shown conceptually in Fig. 4 or 
timing calibration can be applied digitally using a feedforward 
lookup table approach. 

B. Impact of synchronization interval and hop count 
Since the on-chip frequency reference is free running during 

the network pings or the periodic RF packets, it’s expected that 
the timing error will increase as the RF packet arrival time 
increases. Fig. 10 shows the measured timing error as a function 
of the RF packet arrival time. This graph shows the clock’s free-
running time keeping ability as a function of the 
synchronization interval. The clock time-keeping ability over a 
time-interval τ is given by the following equation [19], 

 
 x#(τ) = kτσ)(τ) (1)  

where 𝑘 depends on the noise character dominant over the 
measurement time interval τ and σ)(τ) is the Allan Deviation 
(ADEV) of the reference clock. Due to the non-stationary 
nature of the noise-sources, it becomes very difficult to come 
up with an accurate analytical expression for the time-keeping 
ability of a given clock source. Therefore, we have resorted to 
the empirical results in the Fig. 10. 

At 1 s time interval, the standard deviation for the Windowed 
Average is roughly about 45 µs. This means if the edge devices 
sleep for 1 s then the six sigma timing uncertainty is about 270 
µs, therefore a 1 ms guard time will be more than sufficient to 
maintain synchronization. 

A 1 ms guard time and assuming 1 ms of radio packet 
duration, would correspond to 0.2% radio duty cycle for every 
1 s synchronization interval. If the active radio power is 1 mW 
then this corresponds to an average power consumption of just 
2 µW which is sufficient to operate from harvested energy 
without any battery even from indoor lighting conditions at 300 
lux [20]. 

It’s interesting to note that a linear relationship is observed 
between the guard time (proportional to the standard deviation) 
and the synchronization interval (packet arrival time) in the 
loglog plot of Fig. 10 over the measured timescales dominated 
by the white noise. The duty cycle is limited by the fraction of 
the time the radio has to stay on for a given sleep interval to 
maintain synchronization. Increasing the synchronization 
interval, say by a factor of 10, also increases the guard time by 
the same factor and therefore doesn’t help to lower the radio 
duty cycle and to reduce the average power. A sub-linear 
relationship would have helped to reduce the average radio 
power by further increasing the synchronization interval.  

An important advantage of using a low-Q on-chip relaxation 
oscillator as a timing and frequency reference as compared to 
an off-chip high Q resonator (XTAL/MEMS) is that the system 
can be duty cycled very quickly, a much desirable property. The 
startup time of a crystal oscillator can easily take upto 1 ms or 
longer [14]. This directly saves energy and reduces the average 
power of the crystal-free devices. 

Since the timing error is dominated by a white noise process 
over the measured synchronization intervals, therefore if the 
crystal-free devices without any external resonator 
(XTAL/MEMS) themselves acts as timeservers then the timing 

error will grow as √𝑁, where N is the hop count in a multi-hop 
mesh network as shown in Fig. 11. For a 1 s synchronization 
interval and a 10-hop network, the six sigma timing accuracy 
would be 853.8 µs sufficient for a 1 ms guard time interval. 

C. In-field calibration 
The 47 ppm achieved frequency accuracy on the network 

calibrated on-chip frequency reference allows us to use it as a 
reference to frequency calibrate the RF Local Oscillator (LO) 
in the field. The RF frequency can be divided down, measured 
using an on-chip counter and calibrated using a FLL as shown 
in the Fig. 12. Alternatively, instead of using the network 
calibrated relaxation oscillator, the periodic RF packets can also 
be used as a precise timing reference on-chip to calibrate the RF 
LO similarly as shown in Fig. 4. 

 
Fig. 10 Measured timing error as a function of packet arrival time. 

 
Fig. 11 Computed timing error for a multi-hop network 

The calibrated RF LO or the network calibrated relaxation 
oscillator can be used to generate all the radio relevant clocks 
e.g. symbol clock (2 MHz for the IEEE 802.15.4, 1 MHz for the 
BLE), ADC clock, discrete time signal processing and the 
digital baseband processor clock. However since the RF LO is 
a resonant oscillator, it has superior jitter performance and 
therefore is a preferred source for generating all the radio clocks 
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as shown in Fig. 12. 

D. Power tradeoff of the proposed algorithm 
A typical wireless sensor node uses at least one XTAL 

oscillator. It’s either used as a Real Time Clock (RTC) or as a 
high frequency reference for the wireless communication. In 
either case, the off-chip XTAL resonator adds to the Bill-Of-
Material (BOM) cost and increases the profile of the wireless 
sensors. The state of the art RTC consumes power in the 
nanowatts [21]. However, the high-frequency XTAL oscillator 
for the wireless communication can easily consume upto 100 
µW of active power [22]. The proposed frequency calibration 
algorithm therefore reduces the power, cost and profile of the 
wireless sensor nodes. Although the achieved calibrated on-
chip frequency accuracy isn’t equal to a XTAL frequency 
reference but it’s good enough to support scalable multi-hop 
wireless mesh networks using narrow band radios. The 
proposed algorithm requires a periodic RF traffic, which isn’t a 
concern in a dynamic network where the inherent network data 
traffic provides frequency synchronization. In networks where 
there isn’t enough data traffic, the cost of frequency 
synchronization is negligible. Assuming a 1 ms RF packet sent 
every 10 s and 1 mW of active radio power, this would 
correspond to 100 nW of average power due to frequency 
calibration. The leakage power on the modern SoCs can easily 
exceed this number so the proposed frequency calibration 
algorithm doesn’t have a significant impact on the battery life. 

 

 
Fig. 12 RF oscillator frequency calibration using FLL 

V. DYNAMIC NETWORK 
When the wireless connectivity finds itself embedded into 

everyday objects, the amount of data generated is also expected 
to explode. Just to put numbers into context, the Visa Inc. 
handles on average about 2000 transactions per second, which 
is the data generated by interaction with just one smart object. 
To handle the increase data generated by human and machine-
to-machine interaction, the edge nodes are expected to process 
the data locally due to energy efficiency, wireless capacity and 
latency reasons. The wireless network is expected to provide 
real-time data visibility of physical spaces and sends relevant 
contextual alarms to the cloud infrastructure. 

A. Network topology 
An example network topology that can achieve these 

objectives is shown in Fig. 13. The gateway serves as a data 
sink and provides the cloud connectivity. Since the edge 
devices are expected to operate from sources with limited 
energy capacity e.g. printed batteries or batteryless operation 
from harvested energy; they are expected to be less robust to 
interference. As the robustness to interference requires high 
linearity in the analog/RF front-end and is typically traded with 
power or high quality off-chip passives that adds to the cost of 
these devices. Both tradeoffs are not desirable for the edge 
devices. Therefore we expect the edge devices to communicate 
with access points. These access points are robust to 
interference at the cost of increased power consumption, can 
form wireless mesh network with neighbors and consume data 
locally from the edge devices to increase wireless network 
capacity. The edge devices can also form a wireless mesh 
network with their neighbors as shown in the Fig. 13. We also 
envision different wireless nodes providing different network 
services e.g. some wireless nodes will be Location servers for 
indoor positioning, Timer servers for frequency calibration and 
Calibration servers for the sensors etc. 

 

 
Fig. 13 Network topology 

The network shown in Fig. 13 is assumed to have a shared 
sense of time and a global schedule for communication. A 
schedule coordinates all of the communication in a Time 
Synchronized Channing Hopping (TSCH) network [23]. The 
time is divided into timeslots and in each timeslot a node can: 
transmit, receive, or sleep. A timeslot is long enough for a radio 
to send a packet and receive an acknowledgement. Therefore 
both radio transmission and reception events can happen within 
a timeslot per device. For each transmit or receive slot, the 
schedule also indicates the neighbor to communicate with, and 
a channel offset to communicate on [23]. To increase 
throughput of the network more timeslots needs to be scheduled 
but at the cost of increasing the average power consumption of 
the nodes. A collection of consecutive time slots form a super 
frame that repeats indefinitely till the lifetime of the network. 
An example schedule is shown in Fig. 14. In this example six 
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timeslots form a superframe that repeats indefinitely. Each row 
represents a different channel offset; multiple communications 
can happen in the network at the same time, but on a different 
channel offset without interference [23]. 

Since the edge devices (disposables) have finite lifetime 
(lasting few months up to several years), the devices are 
expected to join and leave the network dynamically. The 
network needs to allocate sufficient resources to discover new 
devices and dynamically adjust network topology to maintain a 
certain quality of service. One possibility is to use the time 
synchronization periodic RF packets to sample the RF space for 
device/network discovery as well.  

In our implementation when an edge device wakes up from 
cold start, its local clock can be off by as much as ±5000 ppm 
as shown in Fig. 8. That means over a 1 second time interval 
the edge device’s clock will accumulate about ±5 ms of timing 
error. If the periodic RF packets are sent every 1 s with a slot 
duration of 10 ms and if the edge device wakes up every 1 s for 
10 ms, then it’s guaranteed to find the network in l00 s. 

 
Fig. 14 An example communication schedule. 

This will correspond to 1% radio duty cycle during network 
discovery. If this latency is unacceptable and if sufficient 
energy is available either from the battery or the harvester then 
the device can listen continuously up to a second to find the 
network pings. 

 

 
Fig. 15 Network stack 

The networking stack is all open-source and standards’ 
compliant as shown in Fig. 15 [23]. The IEEE 802.15.4 PHY 
layer allows implementing ultra-low power and low cost 
wireless sensors. The IEEE 802.15.4e defines the MAC layer, 

6top provides a communication schedule, 6LoWPAN allows 
IPv6 integration and UDP and CoAP provides web like 
interaction. Since the edge devices supports IPv6 packets they 
can be easily integrated with a cloud infrastructure to collect 
real time data of physical spaces. 

B. Dynamic schedule 
A dynamic network would require a dynamic 

communication schedule (in contrast to a static communication 
schedule discussed in the previous section) to accommodate 
changes in the network topology due to mobility, finite node 
lifetime, data traffic and interference. To achieve this goal in an 
energy efficient manner at scale, is an active area of research 
[24]. One possibility is to assume every node in a network has 
an independent schedule and the nodes negotiate with their 
neighbors to find a common communication channel (time slot 
and frequency offset). This would require the nodes to share 
their schedule with their neighbors. If we assume every node to 
have a fixed superframe length say 1 s with 10 ms timeslots, 
then each node can accommodate 1600 users with 16 RF 
channels for the IEEE 802.15.4 PHY. When a node wakes up, 
it starts scanning for the network beacons. If it doesn’t find any 
network beacon it can then start broadcasting its own beacon to 
find neighbors. The network beacons can be broadcast at a 
predetermined set of frequencies and time interval. 

When a device discovers a network through beacons then it 
negotiates a common communication schedule. There could be 
many edge cases that needs to be addressed before this could 
enable a completely decentralized dynamic schedule. We 
intend to address this in our future work. An example topology 
is shown in Fig. 16, where Node 0 is broadcasting network 
beacons and simultaneously serving as a time server. Node 1 is 
receiving timing synchronization from Node 0 and serving as a 
time server for Node 2 which in turn is a time server for Node 
3. The timing error grows as the number of hop count increases 
as discussed in the previous section and also shown in Fig. 16. 

 

 
Fig. 16 Multi-hop time servers and their relative timing error. 

This timing error between the nodes will result in a relative shift 
in the communication schedule as shown in the example Fig. 
17. If we assume that the Node 0 has the most accurate clock in 
the network then the timing error between Node 3 and Node 0 
could be larger than a time slot (10 ms) or several time slots. 
But the communication between Node 3 and Node 0 can still 
happen as the relative timing error between one hop neighbors 
is bounded to be less than a guard time interval. This can extend 
the communication distance to arbitrary hops as long as the 
nodes’ schedules are in time-sync with their immediate 
neighbors. However, applications that needs a precise time-
stamp for sensor data or for control applications might dictate 
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an upper limit on the absolute timing error that can be tolerated 
on the edge devices and in turn limit the number of hops. 
 

 
Fig. 17 Relative timing error between communication schedules as a 
function of hops. 

In a dynamic network we expect the edge devices to be 
mobile. The mobility of wireless nodes in a network requires 
dynamic network topology. The rate of mobility (speed) has 
direct impact on the network average power consumption, as 
the RF space needs to be sampled more frequently to adapt the 
network topology. This presents a challenging resource 
optimization problem in energy constraint environments, which 
is an open area of research [25]. In order to discover a mobile 
device, we assume at least four communication events happen 
and the mobile device should cover a distance no more than a 
communicate range of a single device which we assume 20 m 
in our case. The four events are as follows, a) The mobile device 
discovers the network and requests to join the network b) The 
network authenticates the mobile device and responds with a 
schedule c) The mobile device finds a common communication 
channel and respond to the network d) The network 
acknowledges and accepts the new schedule. All these events 
can happen on the network beacon channel. We calculated the 
synchronization interval needed for different mobility rates and 
its impact on the average power consumption as shown in the 
Fig. 18. A 10 m/s mobility corresponds to an average power 
consumption of 2 µW (assuming 1 mW of active radio power 
and 1 ms RF packet duration) for a synchronization interval 
(beacon rate) of 500 ms. For reference, a brisk walk is about 1.7 
m/s and the sprint runners are about 12.2 m/s [26]. We 
acknowledge that the scalability of this approach in different 
RF traffic environments need to be addressed in the future 
work. 

C. Network programming 
In the example network of Fig. 13, the firmware updates can 

be pushed to the network Over The Air (OTA) or nodes can be 
programmed optically [27], using LED light infrastructure or a 
drone can fly by pushing the firmware updates using either of 
the two. Good software engineering design principles need to 
be incorporated, to make sure that the firmware updates don’t 
constrict the network capacity and or have a heavy power 
penalty. This way the dynamic network can incorporate new 
personalities in an energy efficient manner. 

 
Fig. 18 Impact of mobility on communication overhead. 

VI. CONCLUSION AND FUTURE WORK 
We presented measured silicon data of our latest crystal-free 

wireless sensor nodes and their time keeping ability. Introduced 
the notion of networked referenced FLL and studied the timing 
error of crystal free nodes in a multi-hop network. The 
standards’ compliant networking stack enables seamless 
integration of these edge devices with existing networking and 
cloud technologies. Therefore, it’s envisioned that as the 
compute capacity of the edge devices increases, more machine 
intelligence would be pushed towards the edge nodes. This will 
enable networks that manifest intelligence by adapting to their 
local environments and maintain their network objectives. We 
also discussed some preliminary ideas to enable the vision of 
dynamic networks. The future work requires to investigate the 
feasibility, scalability and robustness of dynamic schedule in 
different RF environments. Additionally, we also intend to 
combine the time-frequency synchronization algorithm 
presented in this work with the network beacons acquisition 
from cold-start. 
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